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Abstract

Background:Hidradenitis suppurativa (HS) is a painful chronic inflammatory skin dis-

ease that affects up to 4%of the European adult population. International Hidradenitis

Suppurativa Severity Score System (IHS4) is a dynamic scoring tool thatwas developed

tobe incorporated into thedoctor’s daily clinical practice andclinical studies. This helps

measure disease severity and guides the therapeutic strategy. However, IHS4 assess-

ment is a time-consuming andmanual process, with high inter-observer variability and

high dependence on the observer’s expertise.

Materials and methods:We introduce the Automatic International Hidradenitis Sup-

purativa Severity Score System (AIHS4), an automatic equivalent of IHS4 that deploys

a deep learning model for lesion detection, called Legit.Health-IHS4net, based on the

YOLOv5 architecture. AIHS4 was trained on Legit.Health-HS-IHS4, a collection of HS

images manually annotated by six specialists and processed by a novel knowledge

unification algorithm.

Results: Our results show that, with the current dataset size, our tool assesses the

severity of HS cases with a performance comparable to that of the most expert physi-

cian. Furthermore, the model can be implemented into CADx systems to support

doctors in their clinical practice and act as a new endpoint in clinical trials.

Conclusion: Our work proves the potential usefulness of artificial intelligence in the

practice of evidence-baseddermatology:models trainedon the consensus of large clin-

ical boards have the potential to empower dermatologists in their daily practice and

replace current standard clinical endpoints.
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1 INTRODUCTION

Hidradenitis suppurativa (HS) is a chronic, inflammatory, recurrent,

painful, debilitating skin disease.1,2 It manifests itself after puberty

with inflamed lesions in apocrine gland-bearing areas of the body and

leads to significantly impaired quality of life, depression, and hand-

icap. It also exhibits many comorbidities like spondyloarthropathy,

inflammatory bowel disease, obesity, and metabolic syndrome, which

increase the burden of the disease.3 HS is characterized by the for-

mation of painful lesions, such as inflammatory nodules, abscesses,

and pus-discharging tunnels, also known as fistulas and sinus tracts.

These systematic manifestations appear typically, but not exclusively,

in skin folds near armpits, groin, gluteal and perianal areas of the

body—regions where apocrine glands are abundant.

HS affects around 1% of the general population, with some stud-

ies suggesting a prevalence up to 4%. It appears to be more common

among females, although some authors have argued that certain loca-

tions have sexual predilection and might affect males more than

females.4 Although the etiology of the pathology is not fully under-

stood, HS-related lesions appear due to the occlusion of hair follicles

associated with apocrine glands.

Diagnosis of HS is usually performed through clinical observation.

In other words: the assessment of the disease’s severity is performed

through manual scoring systems that are filled in subjectively. Due to

the use of this outcome measure method, the expertise of the derma-

tologist plays a very significant role and its inter-observer variability is

very high.

Several attempts have been made to standardize the assessment of

the severity of HS by using different scoring systems, such asModified

Sartorius Score, Hurley classification, and Physician’s Global Assess-

ment. However, they are often too difficult to use in daily clinical

practice and are generally poorly validated.5

Among the many scoring systems that can be used in clinical trials

and in daily clinical practice, the InternationalHidradenitis Suppurativa

Severity Score System (IHS4) is the most widely used by physicians.6

The IHS4 is a validated tool that assigns a weighted score to lesions by

dividing them into three categories: inflammatory nodules, abscesses,

and draining tunnels. The score of the IHS4 is interpreted into qual-

itative meaning as “mild,” “moderate,” or “severe.” This tool helps

physicians assess the severity of the disease dynamically and can be

used both in clinical research as well as daily clinical practice.

On theotherhand, the fieldof dermatology is benefiting fromrecent

advances in telemedicine. The reason is that dermatology is particu-

larly suited for this healthcare model, due to its strong dependence

on visual cues.7 Indeed, the majority of skin disorders are visible to

the naked eye, thus enabling smartphone cameras to collect clinical

information remotely.

The visual component of dermatology has also made it suscepti-

ble to benefiting from breakthroughs of artificial intelligence in image

processing. Convolutional Neural Networks (CNNs) can be trained

with large clinical, dermatoscopic, and dermatopathological image

databases to make predictions, which turns them into a promising

clinical decision support tool that helps dermatologists in the diag-

nosis of a variety of disorders such as atopic dermatitis, psoriasis,

onychomycosis, andmelanoma.8

To support the results presented in this work, we first demonstrate

the high inter-observer variability in the current HS severity assess-

ment process. As a solution to theproblemof inter-observer variability,

we introduce the Automatic International Hidradenitis Suppurativa

Severity Score System (AIHS4): the firstAI-powered tool trainedon the

clinical consensus that automatically fills in the IHS4 scoring system.

TheAIHS4 reads images that can be takenwith a regular phone camera

and obtains the items of the IHS4 automatically. This could potentially

reduce the time that physicians spend filling the pen-and-papermanual

scoring systems, and improve the reliability of the outcome by reduc-

ing inter-observer variability. Finally, we show how the AIHS4 can be

deployed into a CADx system that enables the use of the automatic

version of this clinically-validated and widely used scoring system,

thus empowering dermatologists in their daily practice, allowing the

implementation of evidence-based dermatology and replacing current

standard endpoints in clinical trials.

2 MATERIALS AND METHODS

2.1 Dataset and annotations

For this study, we created a dataset, called Legit.Health-HS-IHS4, which

comprises 221 instances of the disease at different grades of severity.

The dataset offers awide range of perspectives and image sizes, aswell

as a significant diversity of skin tones. It also depicts lesions in differ-

ent environments and situations: ranging from patches of skin up to

entire body regions, with and without clothing. The dataset was cre-

ated using a subset of the DermQuest and DermnetNZ datasets. The

annotation was carried out by six specialists that frequently care for

patients with HS. This resulted in six label sets per image. Regarding

the clinical expertise of the annotators, one of the six specialists (3)

is a senior dermatologist with decades of experience and the highest

degree of specialization in HS.

Table 1 provides some extra information about the clinical experi-

ence of the specialists involved in the annotation process. We divide

specialists into two sub-groups, based on their clinical expertise. Group

1 is comprised of all the specialists, whereas Group 2 excludes the

senior dermatologist. The purpose of this division is to measure the
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TABLE 1 Clinical survey for the IHS4 annotation task. The table
presents the aggregated responses of all six dermatologists.

Answer

Question Min Max

Average± Standard

deviation

Clinical experience in treating

hidradenitis suppurativa

(HS) (in years)

3 7 4.50± 1.38

How often do you use IHS4 in

your daily clinical practice?

(1= never, 10= always)

7 10 8.17± 1.47

How difficult did you find the

annotation task? (1= very

easy, 10= very difficult)

4 9 6.50± 1.56

effect of a higher clinical experience over the annotation process. In

this regard, all specialists were asked about the perceived difficulty of

the annotation task.

Specialists annotated three typesof lesions: abscesses, draining tun-

nels, and nodules. To perform such tasks, the specialists draw bounding

boxes around each of the lesions as they perceived them to be. The

specialists had no time limit to perform the task and could re-visit the

annotation any number of times. Once the images were labeled, the

corresponding IHS4 scoreswere calculated automatically from each of

the specialists’ annotations (Equation 2).

If a specialist did not find a type of lesion in an image, we accounted

the corresponding item as “null,” meaning that there is either no lesion

at all or a minor lesion that is not of concern in the scoring of IHS4. In

this regard, only two images of the entire dataset were considered to

haveno lesions at all by all six experts. These two images containedonly

mild lesions (papules) andwere excluded from the study. Nevertheless,

we did add them to the lesion detection task but with no bounding

boxes associated. Andmost importantly, regarding the lesion detection

task, most of the remaining 219 images were labeled differently by all

six dermatologists.

The performance of each specialist at the image level is summarized

in Table 2. This annotation summary, which is further explained later,

reflects the inter-observer variability that occurs in real-life clinical

practice. This inter-observer variability is particularly high in abscesses

and nodules: the data show that specialists both under-detect and

over-detect abscesses and nodules. We believe this is due to the dif-

ferences in clinical expertise of the specialists, as well as the inability to

physically examine that lesion during clinical assessment (i.e., not being

able to palpate the lesion). This annotation variability poses a challenge

whendefining thebest ground truth for thedeep learningmodels inour

object detection task.

2.2 Ground truth labels

To the best of our knowledge, literature on methods for combining

clinical knowledge in order to clear noisy annotations is sparse.9,10

This poses a challenge because different specialists annotate images

with discrepancies when given the same instructions. And, in some

cases, these annotations are mutually exclusive, which results in a

noisy dataset. Our contribution to this topic is the creation of a four-

stage aggregation algorithm that makes it possible to train models

on the clinical consensus, with a small tweak in favor of the most

experienced and best-performing specialists. We call this method clin-

ical knowledge unification, and it is a novel algorithm that consolidates

the subjective estimations of a number of annotators, to serve as

reliable ground truth for severity estimation, in the absence of a

gold standard. The four stages of our algorithm are presented below

(Figure 1):

∙ Step 1: Separate all annotations, that is, bounding boxes, by lesion

type (abscess, nodule, and draining tunnel), and sort each cluster

in decreasing order according to box area. This means that big-

ger boxes will be processed before the smaller ones. Every box is

assigned one vote.

∙ Step 2: The biggest box of a lesion group is taken. Any other box

that is inside or overlaps it more than a certain threshold is merged.

This converts a set of N overlapping boxes into a single box with N

votes, which is the bounding box of all the boxes involved (see boxes

A and D in Figure 1, step 2). All the merged boxes are removed from

the initial list and the process is repeated by picking the new biggest

box. This is done until there are no more boxes to process. Any box

that may escape this merging criterion during this iterative process

is considered a valid box on its own and is also removed from the ini-

tial box list. This is done for every lesion group separately. The goal

of this step is to remove redundant boxes. However, this may result

in two undesired scenarios:

○ Two lesions of different types coexist in the same image region.

This happens every time the annotators disagree. This case is

exemplified by the bottom left boxes (D) in Figure 1, step 2.

○ Independent or non-merged boxes that have only been anno-

tated by one person. The bounding boxes on the bottom right of

Figure 1, step 2 (B and C) are examples of this situation, where B

comes from the senior dermatologist and C from one of the less

experienced dermatologists

∙ Step 3: The second undesired scenario from the previous step is

corrected by removing any independent box that comes from any

person other than the senior dermatologist. The motivation behind

this is that, if we only kept overlapping boxes, we may be leaving

behind some relevant lesions only spotted by the more experienced

dermatologist. Boxes labeled as B in Figure 1 are examples of such a

scenario.

∙ Step 4: Every remaining box is compared to each other. If two boxes

with different labels overlap, the one with fewer votes is discarded

(Figure 1, box D). This is called majority voting. In case two overlap-

ping boxes have the same number of votes, we keep that with the

most severe lesion type (nodule< abscess< draining tunnel).

The two criteria (Equation 1) used for merging boxes in Step 1 are

Intersection over Union (IoU) and the ratio between the intersection
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TABLE 2 Legit.Health-HS-IHS4 dataset, as seen by the six annotators: Minimum andmaximum lesion counts in an image, the average number of
lesions detected in an image, and total number of lesions annotated.

Annotator

Abscesses Nodules Draining tunnels

Min Mean Max Total Min Mean Max Total Min Mean Max Total

1 0 0.42 4 93 0 0.83 8 183 0 0.65 5 144

2 0 0.47 5 103 0 0.98 5 217 0 1.34 11 297

3 0 0.37 4 82 0 0.95 5 210 0 1.44 10 319

4 0 1.1 9 244 0 1.12 8 247 0 2.9 16 640

5 0 0.2 4 45 0 1.07 11 236 0 1.83 19 405

6 0 0.29 3 64 0 1.16 8 256 0 1.52 10 337

F IGURE 1 An example of our box aggregation algorithm. Each color corresponds to a lesion type (nodules, abscesses, and draining tunnels are
black, green, and purple, respectively). Step 1 corresponds to box sorting. In steps 2 and 3, all boxes will bemergedwhen possible (A), and others
(C) will be removed unless they were annotated by the senior dermatologist (B). Majority voting (step 4) is finally applied to clean areas of the
imagewith competing bounding boxes (D).

and the smaller box, which we called overlapping ratio (OR). The rea-

son behind using the second criterion is that IoU is not enough when

two overlapping boxes have very different sizes as it would be almost

zero (see Figure 2). On the contrary, if box B is much smaller than box

A, and most of it is inside it, OR would be close to one. Another rea-

son to be more permissive by merging boxes with IoU and OR is due

to the unacceptable results obtained with IoU alone: due to the vari-

ability between observers, the merged ground truth ended up with

too many lesions, leading to extremely and unrealistically high IHS4

scores (see Figure 3). In summary, we avoid labels that are too specific

while making sure that all relevant lesions are present in the merged

annotations.

IoU (A, B) =
|A ∩ B||A ∪ B| OR =

|A ∩ B|
min (|A| , |B|) (1)

Majority voting, however, only focuses on IoU to find competing

boxes. The reason behind using IoU as the only criterion in the third

step is that there might be strong agreements between annotators in

a lesion that is inside a bigger box of a different lesion with a similar

agreement. Such a scenario might happen with small lesions such as

nodules that are on top of other bigger and less superficial lesions such

as draining tunnels.

2.3 AIHS4

IHS4 is a validated tool to dynamically assess HS severity and can be

used both in real-life clinical practice and clinical trials.6 The resulting

IHS4 score (Equation 2) is calculated by a weighted sum of the num-

ber of nodules (n), abscesses (a), and draining tunnels (t). A total score

of 3 or less signifies mild, 4 to 10 signifies moderate and 11 or higher

signifies severe disease.

IHS4 (n, a, t) = n + 2a + 4t (2)

In this study, and for the first time, we introduce the use of a deep

learningmodel that automatically counts nodules, abscesses anddrain-

ing tunnels, just by looking at a clinical image. We named this new tool

AIHS4, which aims to overcome the inherent limitations of the IHS4 as

amanual scoring system.
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F IGURE 2 A dummy example to understandwhy it is necessary to
use overlapping ratio (OR) in addition to IntersectionOver Union
(IoU). Box 1 is taken as the reference box, and all the other boxes are
compared to it bymeans of IoU andOR. If we did not useOR, IoU
wouldmiss box 3 in themerging process since its value is almost zero.

F IGURE 3 An example of how using Intersection over Union (IoU)
alone would lead to exaggerated IHS4 scores. This figure
conceptualizes a real case we foundwhen reviewing the dataset: one
dermatologist marked the exits of a single tunnel as separate lesions
(small boxes), whereas the senior dermatologist correctly marked both
as a single lesion (big box). However, the IoU between the small boxes
and the big one is low, which would result in three separate lesions
instead of one. By adding the overlapping ratio (OR) criterion, we
overcome this problem: the smaller boxes are treated as redundant
and removed, keeping the bigger box only.

2.3.1 Deep learning model

Calculating IHS4 involves counting the number of three different

types of lesions. Despite the regression-like nature of the problem

(predicting an actual IHS4 score is what we need), we framed it as

an object detection task, calling our lesion counting neural network

Legit.Health-IHS4Net.

2.3.2 Legit.Health-IHS4Net

Object detection is the task of detecting instances of objects of

a certain class within an image. The state-of-the-art methods can

be categorized into two main types: one-stage methods and two

stage-methods. Single-stage methods prioritize inference speed, and

example models include YOLO,11 SSD12 and RetinaNet.13 Two-stage

methods prioritize detection accuracy, and example models include

Faster R-CNN,14 Mask R-CNN15 and Cascade R-CNN.16

We chose the YOLO architecture for this study. We used YOLOv5,

which is an open-source implementation of YOLO that is extensively

used by the machine learning community. It has a variety of architec-

tures with an increasing number of parameters: YOLOv5s, YOLOv5m,

YOLOv5l, and YOLOv5x. Legit.Health-IHS4Net is a YOLOv5 trained for

the detection of three types of lesions: nodules, abscesses, and drain-

ing tunnels. Apart from the total number of classes to be detected, no

major changes weremade to the YOLOv5 implementation.

The output of the Legit.Health-IHS4Net model (θ), given an input

image ki, is a set of N bounding boxes, each of them defined by six

attributes (oj, cj, xj, yj,wj,hj): an objectness score oj, that is, a probability

value that indicates how likely is that box to contain an actual lesion;

its location and size (x j, yj,wj,hj); and its corresponding predicted class

cj. By applying a method called non maximum suppression (NMS), we

remove all the predictions with an objectness score below a certain

threshold as well as redundant overlapping boxes (i.e., more than one

box per actual lesion) by setting the appropriate IoU threshold.

Once the output is processed, it is easy to count the total number of

abscesses, draining tunnels and nodules detected in an image (n𝜃i , a
𝜃
i , t

𝜃
i )

and calculate the corresponding IHS4 score predicted by model, ŷ𝜃i
(Equation 3).

𝜃(ki) =
(
oj, cj, xj, yj, wj, hj

)
j = 0…N

NMS (𝜃 (ki)) =
{
n𝜃i , a

𝜃
i , t

𝜃
i

}

ŷ𝜃i = IHS4
(
n𝜃i , a

𝜃
i , t

𝜃
i

)
= n𝜃i + 2a𝜃i + 4t𝜃i

(3)

2.3.3 Experimental setup

We fine-tuned all four pre-trained YOLOv5 architectures (YOLOv5s,

YOLOv5m, YOLOv5l, YOLOv5x) on the Legit.Health-HS-IHS4 dataset.

Each model was trained following a 6-fold cross-validation strategy,

and each experiment was run for 300 epochs, with a batch size of 16,

and an input image size of 640 × 640. Due to the reduced dataset size,

we decided to apply some data augmentation techniques to make the

most of the data available. We applied random horizontal and vertical

flipping (ph =0.5, pv =0.25) and rotation (±25 degrees). The rest of the

hyperparameters and data augmentation settings were set to default.

These experiments were entirely run on a single NVIDIA Tesla V100

(32GB) graphics processing unit (GPU).
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2.4 Metrics

We chose mean absolute error (MAE) between the model’s IHS4 pre-

diction ŷiθ and the ground truth yi (Equation 4) as the main evaluation

metric for IHS4 assessment. The reason behind using this regression

metric is that the main goal is to calculate IHS4, rather than simply

spotting HS lesions. Each dermatologist was also compared to the gen-

erated ground truth yi by means of MAE (Equation 4). To get a better

clinical understanding of both dermatologists and model performance

in terms of MAE, we also computed this metric in separate severity

groups s (Equation4). Inorder tomakeconsistent comparisons,wekept

the same severity criterion through all experiments: every image of the

dataset (ki) was assigned a severity according to the IHS4 score of the

senior dermatologist d3 (Equation 5).

MAE =
1
N

N∑
i = 1

|||ŷ𝜃i − yi
||| MAEsd =

1
Ns

Ns∑
i = 1

|||ŷdi − yi
||| (4)

s(ki) =

⎧⎪⎪⎨⎪⎪⎩

mild IHS4d3 (ki) ≤ 3

moderate 3 < IHS4d3 (ki) ≤ 10

seuere IHS4d3 (ki) > 10

(5)

CVIHS4 (ki) =
1
N

N∑
i = 1

𝜎IHS4 (ki)
𝜇IHS4 (ki)

ACVIHS4 =
1
N

N∑
i = 1

CVIHS4 (ki) (6)

To get a better sense of annotation variability in an image ki, we

use the coefficient of variation or CV (Equation 6). The ratio between

standard deviation and mean helps us understand scattering in IHS4

assessment. In some analyses, we also used the average coefficient of

variation (ACV) to aggregate all coefficients of variation (see Figure 4).

Apart from the regression metrics, we also worked with some object

detectionmetrics, such as precision (P) and recall (R).

2.5 CADx system

With the purpose of making the AIHS4 tool accessible to health-

care professionals, both in clinical trials and in routine evaluations,

we created a fully integrated CADx system. The CADx system con-

sists of a web application connected to the Legit.Health-IHS4Netmodel

via an application programming interface (API) that calculates the

patient-reported AIHS4 just by looking at clinical images that patients

themselves uploaded from their phones.

To understand how the CADx systemworks, it is better understood

as a three-stage process: uploading the images of the affected areas,

processing the images, and reporting the AIHS4.

In the first stage, the patient uploads an image (Ii) of the affected

area or areas to the system. In the second stage, the Legit.Health-

IHS4Net model (θ) processes the image and automatically calculates

the severity of HS by detecting the lesions and counting the number

F IGURE 4 Visual explanation of how to obtain the average
coefficient of variation (ACV). Every image has its own CV according
to its corresponding IHS4 scores. ACV is themean of all coefficients,
and the averagemean and standard deviation can also be computed.

of each class, as they appear in the image (n𝜃i , a
𝜃
i , t

𝜃
i ). Finally, the model

outputs a variety of clinical endpoints that are displayed through a

user-friendly report. Said report contains the imagewith the estimated

lesion surface and a chart with the evolution of AIHS4 across different

instances of time, among other contextual information. An overview of

the CADx system’s report is depicted in Figures 5 and 6. If the user

uploads images for different parts of the body, the CADx system cal-

culates the global AIHS4 score (Equation 7) by using the following

formula that combinesN images of the whole body:

AIHS4 (Ii; 𝜃) = IHS4
(
n𝜃i , a

𝜃
i , t

𝜃
i

)
= n𝜃i + 2a𝜃i + 4t𝜃i

AIHS4 =
N∑
i

AIHS4 (Ii; 𝜃)
(7)

3 RESULTS

3.1 Annotation

3.1.1 Individual clinical assessment

In this section we present the aforementioned overall inter-observer

variability in terms of CV and MAE. By computing the coefficient of

variation of every image, we find images with soft disagreement (left

side) andothers that yield strong disagreementbetweenobservers (right

side), as seen in Figure 7. Table 3 describes annotation variability sepa-

rated into severity groups according to IHS4 criteria (Equation 5): mild,

moderate, and severe. This table shows more disagreement (higher

coefficient of variation) between dermatologists when labeling mild

cases.

Table 4 presents another perspective on the same variability

problem. We compared every dermatologist to each other in all six
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MONTILLA ET AL. 7 of 11

F IGURE 5 Caption of the full report on a CADx system. The full report generated by themodel shows the evolution across time of the
pathology in the framework of the AIHS4. The report highlights the lesions detected by themodel, as they are used to automatically calculate
IHS4, thus allowing the physician to supervise themodel’s performance. Previous IHS4 scores are also presented, whichmakes it possible to assess
the current HS therapeutic strategy. It also shows the image of the latest case uploaded, with the number of lesions detected highlighted by their
corresponding bounding boxes, and some additional information such as image quality.

F IGURE 6 Caption of the lesion-detail report in the CADx system. The lesion-detail report highlights the type of lesions detected by the
model, thus allowing the physician to supervise themodel’s performance in a quick and visual way. The lesions are highlighted by their
corresponding bounding boxes and contain additional information about the lesions themselves.
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8 of 11 MONTILLA ET AL.

F IGURE 7 Coefficient of variation of IHS4 of every image of the
dataset. Images are sorted by increasing CV, which reveals imageswith
soft disagreement (left tail) and very strong disagreement (right tail).

TABLE 3 Variability of IHS4 scoring by severity level. Average CVs
suggest strong disagreement between dermatologists, specially when
labelingmild lesions. Despite still being high, there is less
disagreement when labelingmoderate and severe lesions. A visual
explanation of the average coefficient of variation is shown in Figure 4.

Severity

IHS4 average coefficient

of variation (%)

Mild (IHS4≤ 3) 100.23

Moderate (3< IHS4≤ 10) 53.73

Severe (IHS4> 10) 51.82

TABLE 4 One-versus-all analysis: For every image in each severity
group, IHS4 scores of each dermatologist were compared to the
others. Results were aggregated by averaging themean absolute error
(MAE) of all images. The table shows the results of doing this process
in all validation splits and averaging the results.

MAE (vs. every other)

Dermatologist Mild Moderate Severe

1 2.43 4.89 7.45

2 2.30 3.53 6.20

3 2.27 3.52 6.67

4 2.96 4.82 11.27

5 2.65 4.00 7.95

6 3.25 3.84 8.03

Group 1 2.64 4.10 7.93

Group 2 2.72 4.22 8.18

validation splits to observe the differences in IHS4 scoring. The second

and third dermatologists achieved the lowest (best) MAEs in mild,

moderate, and severe lesions. Finally, Table 2 was already presented

in a previous section and summarises the number and type of lesions

detected by each specialist.

TABLE 5 Mean absolute error between each dermatologist and
merged ground truth, grouped by IHS4 severity. For the sake of better
comparisons, severity groups were created based on the senior
dermatologist’s choices as in Table 3. This table shows the average of
the six validation splits. The senior dermatologist achieved the
strongest agreement with the ground truth inmoderate and severe
cases, and the second best mean absolute error (MAE) in mild cases.

MAE (vs. ground truth)

Dermatologist Mild Moderate Severe

1 2.64 4.67 5.78

2 1.47 2.67 4.04

3 2.47 1.69 2.29

4 2.43 3.65 7.74

5 1.64 2.61 5.22

6 1.60 2.74 4.21

Group 1 2.04 3.01 4.88

Group 2 1.90 3.16 5.37

TABLE 6 Model performance in terms of mean absolute error
(MAE) (six-fold cross-validation). Mean absolute error is split into the
same three severity groups (mild, moderate and severe) of Tables 4
and 5. The sum ofMAEs (mild, moderate, and severe) was used as the
criterion to pick the best configuration of eachmodel. IoU threshold
was kept the same in all experiments (0.5). Every threshold setting was
applied to every fold.

Model

Threshold

(confidence@IoU)

MAE

(mild)

MAE

(moderate)

MAE

(severe) Sum

yolov5s 0.10@0.50 2.49 3.62 5.35 11.46

yolov5m 0.20@0.50 2.21 3.22 6.17 11.60

yolov5l 0.20@0.50 2.8 3.72 5.52 12.04

yolov5x 0.20@0.50 2.16 3.37 5.26 10.79

3.1.2 Combined clinical assessment

After running the merging algorithm described earlier in this work,

we compared each dermatologist to the obtained consensus by means

of Mean Absolute Error. The third annotator, that is, the senior

dermatologist, shows the strongest agreement with the generated

ground truth (Table 5) in moderate and severe cases: this is rea-

sonable and expected since the algorithm gave preference to his

annotations. However, we didn’t observe a decrease in MAE for mild

lesions.

3.2 Legit.Health-IHS4Net

Model performance in terms of MAE is summarised in Tables 6 and 8.

On average (i.e., all six validation splits), using the threshold settings

presented in the table yielded the best results for each architecture.

Grouping by lesion severity helps to understand the real performance

of the models: for example, the clinical relevance of a 3-point MAE in

 16000846, 2023, 6, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/srt.13357, W

iley O
nline L

ibrary on [03/05/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



MONTILLA ET AL. 9 of 11

TABLE 7 Object detectionmetrics: Precision (P) and recall (R).
The values in the table aremeans± standard deviations. All models
present similar performances with six-fold cross-validation.

Model Precision (P) Recall (R)

yolov5s 0.44± 0.09 0.40± 0.12

yolov5m 0.42± 0.08 0.39± 0.13

yolov5l 0.45± 0.08 0.41± 0.11

yolov5x 0.46± 0.10 0.39± 0.07

a severe case is much different from that of a mild or moderate case

with the same MAE. We explored different objectness thresholds to
while keeping the same Intersection Over Union (IoU) threshold tIoU.

The criterion for selecting the best model was the sum of all MAEs

(Equation 8): in terms of this metric, YOLOv5s and YOLOv5m yielded

the bests results on this task with an overall MAE of 12.74 and 12.65,

respectively.

MAE (𝜃; to, tIoU) = MAEmild (𝜃; to, tIoU)

+MAEmoderate (𝜃; to, tIoU) +MAEsevere (𝜃; to, tIoU)

(8)

Other object detection metrics, such as precision and recall, are

detailed in Table 7. In terms of precision and recall, YOLOv5s yielded

similar results (p = 0.44,R = 0.40) to YOLOv5l (p = 0.45, R = 0.41).

However, if we consider howmodel size affects performance, YOLOv5l

becomes thepreferredmodel. This, togetherwith thepresentedMAEs,

presents YOLOV5s as the best model of all for this task.

4 DISCUSSION

In this work, we have faced the challenges of (1) gathering a clinical

board to generate an object detection image database and (2) training

a family of deep learning models to solve the task of automatic IHS4

assessment.

In the first place, we observed a remarkably high inter-observer

variability. For example, results presented in Table 3 may be due to

the less experienced dermatologists over-detecting lesions in a mild

case (according to senior criteria), or the senior dermatologist mark-

ing fewer or no lesions in an image that everyone else considered to

be of a more severe case (i.e., under-detection). In other words, images

labeled asmild by the senior dermatologistmaybe labeled asmoderate

or severe by the rest of the board, depending on which and how many

lesions they found.

The annotation results presented in the previous section revealed

the necessity of a merging algorithm to aggregate all experts’ opinions

and find a consensus. As stated before, we preferred to define an algo-

rithm that generalizes to all annotators’ opinions instead of one that

just roughly merges all annotations by means of IoU. Naively merging

boxes entirely based on IoU is particularly undesirable with draining

F IGURE 8 An example of the effect of merging labels on IHS4
mean absolute error. In this case, the imagewould be labeled asmild
because the senior dermatologist (B) only found one lesion. However,
the other dermatologists (A) foundmore lesions in similar places.
Assuming all lesions are nodules, the annotation from the senior
dermatologist would yield an IHS4 of 1, whereas the ground truth
resulting from using our unificationmethodwould be 3. This results in
an absolute error of 2, andmore cases like this would eventually result
in a higher mean absolute error (MAE).

tunnels, as every lesion of this category results in a 4-point increment

in the final IHS4 score. This means that we had to be very careful when

defining the unificationmethod. Figure 3 conceptualizes an example of

a real case in which we dealt with extreme IHS4 scores due to draining

tunnels being labeled differently by the dermatologists. By following

our method, that is, merging labels into bigger bounding boxes and dis-

carding others in a more selective manner, we avoided overestimated

IHS4 scores while staying confident that any relevant lesion would be

present in an image.Weobserved that the seniordermatologist yielded

a slightly higher MAE in mild cases (Table 5). The reason behind this

could be the majority voting applied in the last step of our merging

algorithm: if a lesion is detected by three or more annotators, it will be

added to the final ground truth, even if it is not detected by the senior

dermatologist. Figure 8 presents an example of this scenario.

In terms of model performance, after validating the model we

observed that, on average, it was behind that of any of the derma-

tologists when assessing mild cases. We strongly believe that such a

problemwould be fixed by using a larger dataset. However, the results

are compelling: some of themodels got closer to the ground truth than

some specialists (see Table 8).

Another reason for the current model performance is the difficulty

in labeling the Legit.Health-HS-IHS4 dataset in a retrospective manner:

IHS4 assessment involves lesions that require palpation and close

examination, which is not possible in remote care. This might explain

why it was difficult to achieve consistent labels among annotators.

Due to not being able to assess the patient in person, dermatologists

are more prone to make mistakes or disagree with each other, as it is
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10 of 11 MONTILLA ET AL.

TABLE 8 Comparing dermatologists andmodel performance to
ground truth annotations (average of six validation splits).

Mean absolute error (MAE) (vs. ground truth)

Method Mild Moderate Severe

Dermatologist 1 2.64 4.67 5.78

Dermatologist 2 1.47 2.67 4.04

Dermatologist 3 2.47 1.69 2.29

Dermatologist 4 2.43 3.65 7.74

Dermatologist 5 1.64 2.61 5.22

Dermatologist 6 1.60 2.74 4.21

Group 1 2.04 3.01 4.88

Group 2 1.90 3.16 5.37

yolov5s 2.49 3.62 5.35

yolov5m 2.21 3.22 6.17

yolov5l 2.8 3.72 5.52

yolov5x 2.16 3.37 5.26

challenging to estimate real lesion size and appearance from a single

image. Using a dataset with images labeled at the exact time of patient

exploration would avoid these inconsistencies and lead to better

results. Due to the subcutaneous nature of HS, we believe another

source of improvement could be expanding conventional skin surface

image datasets with ultrasound images.17 Providing the model with

such clinical and ultrasound image pairs could also improve detection

performance, given the appropriate sample size, or at least make

annotators more confident when labeling a clinical image.

Apart from the method used for gathering the dataset, we believe

another reason behind these results is the nature of the images: there

are noticeable differences in terms of picture quality. According to the

results of our annotation survey 8, it is possible that specialists found

this task difficult due to this nonstandard picture quality. This, apart

from the evident differences in clinical expertise, could contribute to

the high variability. Gathering a larger dataset with more consistent

picture quality and acquisition settings (lighting, distance to object,

imaging device, etc) could improve both annotation agreement and

model performance.

Clinical disagreement, that is, annotation variability, supports our

idea of using AI in the treatment of HS. By merging clinical knowl-

edge and training AI models on the clinical consensus of larger clinical

boards, it could be possible to stay ahead of the disease: our model

could spot emerging severe lesions when a physician is only observ-

ing mild or moderate signs. Extending the use of such an AI tool would

lead to a higher number of specialists staging their patients, resulting

in a better-documented disease and the creation of strongly validated

treatment guides.

5 CONCLUSION

In this work we have presented the AIHS4, the first AI-based model

that automatically fills in the IHS4 scoring system by looking at clini-

cal images. The main advances of this algorithm are reducing the time

spent by physicians in filling in the manual severity scoring system

and standardizing HS assessment with reduced inter-observer vari-

ability. Automated HS assessment is done by a state-of-the-art object

detector, YOLOv5, thatwas trained on the LegitHealth-HS-IHS4 dataset

containing HS images with their corresponding IHS4 scores.

Despite the lack of a large image dataset and the limited size of the

clinical annotation team (with different years of experience in assess-

ing HS), we consider this work to be a successful proof of concept

with promising results. We were able to overcome clinical assessment

variability by developing a merging algorithm that fuses all experts’

annotations to create a consensus. This will become an essential tool

when dealing with a bigger dataset annotated bymore experts.

In conclusion, we believe that our model has the potential to reduce

costs in dermatology by saving time, whilst improving documentation

of the evolution of HS.

6 LIMITATIONS

As discussed before, the presented model would benefit from a much

larger image dataset with more consistent picture quality. In future

works, our goal is to reach a dataset size one or two orders of magni-

tude larger, making sure that we collect as many cases of every skin

tone as possible to overcome any bias related to this factor. Having

the data annotated by a much larger clinical board would boost per-

formance by means of a stronger clinical consensus generated with

our merging algorithm. Regarding the clinical knowledge unification

method, it is trivial to modify the algorithm so that it does not favor

any specific annotator and treats all of them equally, in case the anno-

tation board is larger enough. Data quality might also be improved by

collecting the images at the time of the physical examination, allowing

for palpation andultrasound imaging to confirm thepresence of lesions

in the image.

An additional limitation to take into account is that patients affected

in many areas might need to takemore than one picture, slowing down

the process of calculating the AISH4. Getting the best settings for tak-

ing pictures (e.g., lighting, background, lesion focus) can also impact the

time spent in AISH4 follow-up. Moreover, if a photo of some affected

area is not taken (e.g., due to the discomfort of taking and uploading

a picture of genitalia or the patient’s inability to take a picture of a

difficult body part without directly seeing a preview in their imaging

device), the CADx system’s output won’t be the actual AISH4.

However, the process of taking the images does not necessarily

have to be done by the physician himself. This keeps the potential

of our model to reduce costs in teledermatology by saving time and

generating a valuable record of the evolution of the disease, which

could be interesting for some scenarios such as pharmaceutical clinical

trials.
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